
One Representation (OneR)
3-step modification to Image-Text Contrast                                                          OneR Framework 

1/ Cross-Modal Mixup (XMC)                                                                             
2/ Contextual Invariance (CIC)                                                                             
3/ Contextual Mixup (CMC)                                                                                  

- Generic one-tower architecture with  
  no modality specific modules or tokens. 
- Understands Image, Text, (Image, Text)  
  input in simplest way.  
- Trained with MLM + MIM + ITC + CMC
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Motivation
Modality-Agnostic Multimodal Representation Learning 
- Mapping visual and linguistic information into a unified representation space. 
- Mixing information within the input sequence in a modality-blind manner with generic token attention. 
     Better scalability, cross-modal / cross-task transferability, wider applications (ex: document understanding) 

Modality Gap
- Previous frameworks train either modality-specific transformer blocks or linear projections. 
- Training a single-tower representation learner is challenging due to the inherent modality gap of vision and language. 

Experiments

Conclusion
We present OneR, a simple framework that enables single-tower training on image-text pairs. The resulting unified representation 
naturally yields intriguing properties, such as word-patch level correspondence and multimodal retrieval.

- Trained on 4M image-text pairs 
- Trained with 32 A100 GPUs (26 hours)

Training Details


