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Goal
• Pretraining-free (no source domain)
• Few-shot (n=10)
• Unconditional Image Synthesis

Overfitting of Few-shot GMs

§ Near-perfect fidelity
§ Extremely limited sample diversity

The generator simply duplicates a limited set 
of training images (zero creativity)

Stair-like Latent Space Problem

§ Transitions in latent space yields 
discontinuous outputs in image space

Smoothing the Generative Latent Space

• Geometric approach to enforce latent space 
smoothness (surrogate target)

• Desideratum: diverse in-between samples

Motivation

Approach Quantitative & Analysis
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Mixup Coefficients Generator Similarities Discriminator Similarities

Qualitative
§ 10-shot Image Synthesis

§ Latent Interpolation

§ 10-shot Image Synthesis

§ Dataset Size Ablation

§ Nearest Neighbor Analysis

§ Learning Trajectory


