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Motivation

• GAN-based attribute-editing models only 

support few attributes and lack scalability.

• Diffusion models have demonstrated superior 

performances both in sample quality and 
diversity.


• While properly annotated fashion dataset is rare, 
numerous generic diffusion models have their 
pretrained checkpoints publicly available.


• With limited data, training a classifier is 
generally easier than training a generative 
model.


Evaluation

Formulation


Pretrained ViT + Attention Pooler

• The [cls] token of a pretrained ViT only reasons 

about the global semantics of an image.

• For multi-attribute editing, our classifier should 

attend to different local regions of an image for 
each attribute.


Local Image Editing with Patch-level Attention

• Use the cross-attention map for each attribute 

token to identify the salient region (and the 
background).


• Impose typical classifier guidance as well as 
background preservation loss to only modify the 
relevant area.

Empirical Findings from ViT Adaptation Rich Attribute Set

Qualitative Evaluations

Ablations

Loss Weights Classifier Performance Inference Time (compute)

• Better classifier provides not only superior semantic guidance but also more accurate attention map.

• Simple operations (e.g., texture) are more robust to the number of diffusion steps compared to more complex 

modifications (e.g., shape).

• Our framework performs a wide range of attribute editing with a single model, producing realistic samples.

• With a relatively small (~100k) and visually distant dataset, training the attention pooler alone performs the best.


